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1 Introduction and related work

In the contemporary world, constantly and rapidly evolving, we witness a significant shift from manual
labor to professions predominantly requiring a sedentary lifestyle. This trend is a direct consequence of
technological advancements over the past decades, which have led to the replacement of physical labor
with automated and robotic systems. Since physical activity is no longer an inherent part of many
job roles, it is imperative for individuals to actively make an effort to maintain their physical fitness
outside of the work sphere. Otherwise, we risk developing musculoskeletal disorders. These impacts are
elaborated in the study titled ’Global Burden of Musculoskeletal Disorders and Attributable Factors’
[1] highlights the increase in these problems on a global scale.

The increasing number of people needing physical therapy, combined with higher treatment costs,
puts significant pressure on the medical community. This scenario underscores the imperative to
develop innovative solutions, as underscored by the studies [2] and [1]. This change requires us to
include physical activity in our daily routine, which is vital for keeping us healthy.

However, this ”sedentary” [3] era is also witnessing exponential growth in technology. In the last
decade, we have witnessed a surge in computing power and the development of technologies such as
virtual reality, augmented reality, and advanced computer vision models that recognize the human
posture with unprecedented accuracy.

It is therefore logical to ask: can these technologies be used to address health problems associated
with increased sedentary behavior? Can telerehabilitation become a tool that bridges the gap between
modern lifestyles and the need for physical rehabilitation? Research has shown that one of the reasons
why patients do not exercise at home is the lack of feedback and control [4].

For the patient to receive accurate and personalized feedback, the use of a motion capture system
that can reliably describe the patient’s movement is essential.

If this technology could be used well enough to capture patient movement in the home environment,
it would greatly improve the efficiency of the system for treating movement disorders. This is primarily
because such sensing is based on a single RGB camera, which is currently available on almost every
device at a price so low that anyone can afford it. Thus, the motivation for this research is to
describe the current methods, define them, verify their advantages and shortcomings through practical
experiments and studies, and thus develop a methodology for modern motion capture using any RGB
camera.

My goal is thus to approach the problem from a completely new perspective, to build and in-
vestigate a system that would solve the problems described above. I believe that the combination of
current computer vision methods and current knowledge in physiotherapy can lead to better outcomes
in the field of physical rehabilitation, which is the main motivation of this research.

In this chapter, it is essential to address the current trends in home rehabilitation. This involves
discussing which methods are effectively in use and showing practical applicability. Additionally,
reviewing today’s advanced motion capture systems is necessary. A dedicated subsection will also
explore the current state of Computer Vision systems.

1.1 Physical Telerehabilitation

Telerehabilitation can be defined as the service of the delivery of rehabilitation services over telecom-
munication networks and the Internet[5]. This method gained popularity, especially during the global
COVID-19 pandemic [6], which lasted from January 30, 2020, to May 5, 2023. Saaei’s study [7] con-
ducted with practical physiotherapists and patients shows that new modern approaches are needed.
There’s no doubt about the advantages and effectiveness of remote physical rehabilitation. In their
systematic review, Seron et al.[8] considered fifty-three reviews. They concluded that telerehabilita-
tion is as effective as in-person rehabilitation or even better in the absence of any rehabilitation for
conditions such as osteoarthritis, low-back pain, hip and knee replacements, and multiple sclerosis.

Currently, telerehabilitation is still conducted mostly with the remote presence of a therapist, often
through video calls [9] alternatively, they function as systems that are capable of playing personalized
videos with a trainer[10].



1.2 Current Challenges of Physical Telerehabilitation
1.2.1 Technology Barriers

The common problem of widespread telerehabilitation is a lack of technical knowledge. In a nationwide
survey in 2020 [11], only 58.8% of physiotherapists reported having sufficient knowledge about tel-
erehabilitation. Despite the potential advantages of telerehabilitation, its actual implementation and
usage in physical therapy settings remained limited. The primary barriers identified were technical
issues, staff skills, and the associated high costs.

Similarly, patients also face challenges when it comes to technological proficiency. Many find it diffi-
cult to navigate and use state-of-the-art technological approaches for their rehabilitation. This further
exacerbates the problem, as not only do therapists face barriers in implementing telerehabilitation,
but patients themselves also encounter hurdles in accessing and effectively using these platforms.

For telerehabilitation to reach its full potential and benefit a broader spectrum of patients, the
design of future systems must prioritize user-friendliness. These platforms should be as intuitive and
straightforward as possible, minimizing the technological barriers for both therapists and patients
alike. This would ensure a smoother transition to digital platforms, enhancing patient engagement
and optimizing the benefits of telerehabilitation.

1.2.2 Assessment Limitations

One of the challenges of telerehabilitation is the difficulty in assessment and the inability to observe
certain aspects up close or physically interact with the patient [12]. While remote technology cannot
replace physical contact, it can, thanks to the objective measurement of certain movements, technically
enable at least a partial evaluation of quality.

1.2.3 Patient Engagement and Adherence

Whether it’s rehabilitation or telerehabilitation, a common problem is the lack of motivation [13]. The
study [14] suggests that feedback and progress monitoring can boost motivation. Unlike traditional
rehabilitation, telerehabilitation offers much broader possibilities, primarily due to the integration of
technology. Therefore, systems can be designed to track a patient’s progress, and provide stronger
feedback.

1.3 Markerless Systems

In the rapidly evolving field of motion capture technology, markerless systems have gained significant
attention. Prominent examples include the Microsoft Kinect!, Leap Motion?, and Intel’s RealSense?.
While it is essential to acknowledge these systems as potential alternatives to our approach, their
reliance on specialized hardware does not fully align with the specific requirements of our application.
This discrepancy underscores the need for a solution that balances technical capability with practical
applicability in diverse settings.

1.4 Virtual Reality Motion Capture Systems

Virtual reality motion capture systems employ a combination of inertial sensors, optical markers, and
sophisticated algorithms to accurately capture and interpret human motion [15]. Inertial sensors,
such as accelerometers and gyroscopes, are often embedded in wearable devices to track movement
and orientation without the need for external cameras. Optical systems, on the other hand, use
cameras to detect specially designed markers placed on the user’s body, providing precise spatial
data by triangulating the positions of these markers. The collected data is processed using advanced
algorithms that filter noise and compute the kinematics of the human body. This allows the system

"https://learn.microsoft.com/en-us/windows/apps/design/devices/kinect-for-windows
’https://www.ultraleap.com/
Shttps://www.intelrealsense.com/
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to deliver real-time feedback and interaction within the virtual environment, making it essential for
creating fluid and realistic user experiences in VR. These technical solutions collectively ensure high
fidelity in motion capture, crucial for applications demanding accurate and responsive movement
replication. One of the most commonly utilized systems today is the HTC Vive?*, which operates with
base stations. The HTC Vive’s base stations, known as Lighthouse stations, employ a combination
of infrared LEDs and rotating laser emitters for precise room-scale tracking. Each base station issues
a synchronization flash from its LEDs, followed by sequential horizontal and vertical laser sweeps.
Sensors on the Vive headset and controllers capture the exact timing of these laser hits relative to
the LED flash, enabling the system to accurately triangulate their positions within the play area. For
motion capture, we utilize a set of Vive Trackers® placed on the human body and reconstruct the full
body using inverse kinematics [16].

The Voxs study [17] compares a commercial VR tracking sensor system (HTC Vive tracker com-
bined with an inverse kinematic model, Final IK ¢) with a marker-based optical motion capture system
Qualisys’, the gold standard for motion analysis, to evaluate their accuracy in measuring joint an-
gles for ergonomic assessments. Results indicate that while the HT'C Vive system has potential for
mapping joint angles, it shows significant deviations in accuracy (£6° to £42°) compared to Qualisys,
highlighting the need for improvements to reduce systematic errors in ergonomic evaluations.

1.4.1 RGB-Depth Sensors

The Microsoft Kinect, launched in 2010, was a pioneer in using RGB-Depth (RGB-D) technology for
motion capture. It combined a standard camera with an infrared (IR) depth sensor to track 3D space
and movement without needing physical markers, marking a big step forward for computer vision.
Kinect measured depth by shining a pattern of IR light and then analyzing how this pattern changed
when it bounced off objects. This method allowed it to figure out how far away things were, helping
to turn flat images into 3D models. This technology was important not just for games but also for
physical therapy, as it helped track movements in a non-invasive way, crucial for rehab exercises.
Research, like the studies reviewed by Hondori[18], showed Kinect’s value in healthcare, proving it
was useful and impactful in various settings.

While Kinect’s implementation of RGB-D technology represented a significant leap forward, its
reliance on specialized hardware, including an infrared (IR) depth sensor and structured light projector,
poses limitations for scalability and universal application. With the discontinuation of Kinect in
2017 and the desire for more versatile and widely deployable solutions, the focus has shifted towards
leveraging standard cameras, which are more ubiquitous and can be integrated into a vast array of
devices, from smartphones to conventional computing systems.

The transition to using standard cameras for motion capture and depth sensing reflects a broader
trend in computer vision towards software-based solutions that can interpret depth and motion from
conventional RGB video feeds.

1.4.2 Pose Estimation

By identifying and analyzing the structure of an object (like a human body), computer vision tech-
niques can estimate its pose. This involves determining the position of each body part relative to
others. This work is primarily based on the concept published in[19], introduced alongside a GitHub
repository releasing open-source code for developers. This software utilizes two datasets for training:
MPII [20] and COCO [21]. This software is widely used globally for human skeleton detection in
various applications such as people counting, human detection from autonomous vehicles, and more.
Another widely adopted practical tool is Google’s MediaPipe [22], which is also based on the COCO
dataset.

‘https://www.vive.com/us/
"https://www.vive.com/eu/accessory/tracker3/
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Recently, there has been a surge in the development of similar libraries and modified models.
Examples include FastNet [23], AlphaPose[24], YOLO-Pose[25] and others. A comparison of these
current solutions is presented in the study by Zheng [26]. Various benchmarks, such as PoseTrack[27],
are often used for this comparison.

OpenPose [28] uses Convolutional Neural Networks (CNNs) to predict confidence maps S and Part
Affinity Fields [29] L. The confidence maps represent the location of key points, while PAF's represent
the degree of association between parts.

A B C D
mput RGB imag Conv. Layers FC Layers Confidence Maps
PAFs
E

Where:

A: Represents the input image to the network, this is a color single RGB image in a video stream.
The image is preprocessed [30], resized, and normalized.

B: Represents the convolutional layers[31] that learn spatial hierarchies of features. These layers
capture low-level features like edges and textures initially and progressively extract higher-level
features.

C: Represents the fully connected layers that make predictions based on the features learned[32].
D: Outputs the confidence map of the keypoint in the image for each body part, see fig. 1
E: Outputs the Part Affinity Fields (PAFs), see fig. 2

Confidence Heatmaps For generating confidence heatmaps [33] in human pose estimation, each
model-predicted 2D heatmap corresponds to a specific keypoint. Within this heatmap, every pixel
represents the probability of the associated keypoint being at that specific location in the original
image. Due to convolutional operations like pooling or striding, these heatmaps usually possess a
lower spatial resolution than the input image. For example, a heatmap of 32x32 pixels would represent
an original image of 256x256 pixels, with each pixel in the heatmap accounting for an 8x8 region in
the image. The pixel with the highest value in this heatmap pinpoints the most probable position of
the respective keypoint.

Part Affinity Fields It is a novel representation introduced by the authors of OpenPose [28] to
effectively detect the orientation and location of limbs (pairs of joints) in an image, even when the
image contains multiple people in close proximity or with overlapping body parts. A Part Affinity
Field is a 2D vector field for each limb, where each vector points from one joint of the limb to the other.
The magnitude of the vector indicates the confidence that a limb exists in that particular position,
see image 2

The final pose estimation is then obtained by parsing the detected keypoints and using the PAF's
to associate these keypoints with individual human figures in the image.

2 Aims of the doctoral thesis

Integrating camera systems into homes for health and fitness tracking has become more popular. These
advanced systems, capable of real-time movement and exercise assessment, hold potential in domains
such as personalized training, rehabilitation, and preventive measures against injuries. Despite their
emerging popularity, critical inquiries persist: How accurately do these systems detect movements?
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Figure 1: Confidence maps for keypoint "right shoulder”, taken from the original OpenPose publica-
tion[28].

Figure 2: Affinity filed for keypoints "right shoulder” and ”right elbow”, taken from the original
OpenPose publication[28].

Which exercises align optimally with this technology? What are the inherent limitations in their
sensing capabilities? How computationally intensive are they? And, of overarching clinical signifi-
cance, what are their potential applications within a home environment for health monitoring? What
advantage do these systems have over virtual reality systems? This thesis outlines six key research
questions to understand the complex nature of these systems.

1.

D.

6.

What are the practical differences, advantages, and disadvantages between using virtual reality
and a camera-based system for motion capture?

How well does the camera-based motion capture detection work?

What are the limits of capturing motion with this camera approach?

. For which exercises or movements is this approach suitable?

How demanding is the camera-based system on computational performance?

What could be the clinical applications of this camera-based motion capture?

This thesis aims to provide a comprehensive view of the benefits, challenges, and potential of
camera systems for home health and exercise monitoring.

The development of new technologies and tools often significantly changes how we solve problems
and reach our goals. This is especially true in the fields of health and fitness. Employing camera



systems and other technologies to monitor and enhance physical well-being at home can offer significant
benefits to many.

However, it’s crucial to recognize that it’s not just about a technical solution. On the contrary, the
successful deployment of these technologies necessitates the integration of expertise and experience
from professionals in physiotherapy. They typically possess not only technical know-how but also a
deeper understanding of anatomy and the musculoskeletal system, which is essential for the appropriate
and efficient use of camera systems in a home environment.

Consequently, the advancement of these technologies necessitates the integration of physiotherapy
professionals’ expertise. By adopting this approach, the solution is optimized to genuinely enhance
patient outcomes, facilitating improved exercise and rehabilitation results.

In my research and publications, I've emphasized collaboration with practicing physiotherapists
and educators in the field of physiotherapy. I’ve structured our collaboration so that I provide all
the technical and research resources, allowing them to focus exclusively on their expertise. Their
role, therefore, was to define clinical criteria and assess the practical applicability of the measured
parameters

Based on these questions, the following objectives were proposed:

1. Evaluate the advantages and challenges of using virtual reality for motion capture compared to
camera-based systems. This investigation will explore how virtual reality can enhance motion
capture with its immersive and interactive capabilities, offering potentially more precise and dy-
namic data collection in controlled environments. Conversely, it will also examine the limitations
of virtual reality systems, such as potential technical complexities and user discomfort.

2. Describe the functional concept of telerehabilitation using a camera. Due to the ubiquity of
cameras, this allows for capturing movement virtually anywhere using any device. This approach
provides a versatile platform for rehabilitation and can be adapted to various environments,
making it a flexible solution for diverse needs.

3. Verify detection functionality using a large video database. This will determine the optimal
perspectives for the camera system, facilitating the establishment of the correct methodology
for movement recording.

4. Assess the feasibility of building machine learning models with the gathered data. Expert eval-
uations by practicing physiotherapists will generate a dataset containing both comprehensive
movement records and assessments of these movements. Such a dataset can then be used for
more sophisticated data modeling.

5. A principal objective of the study is to integrate interdisciplinary insights from cybernetics,
biomedical engineering, and physiotherapy, thereby enhancing the translational applicability of
the research outcomes.

6. Develop an automated evaluation software tool, which will assist physiotherapists in facilitating
and streamlining the diagnosis of exercise execution.

7. Create a functional application based on this system and define feedback elements for interactive
exercises. To validate the entire concept in practice, it’s essential to develop a working prototype
for real-time exercise with an augmented reality mirror. Experimenting with this software will
not only gauge the detection’s success but more importantly, assess the user experience.

3 Working methods and selected results

3.1 Introduction

To address the research questions, I divided the work into individual parts and proceeded systemat-
ically, publishing each step in a peer-reviewed journal. The first task was to evaluate how well the



system operates on a large database of videos, which I detailed in the article ”Single Camera-Based
Remote Physical Therapy: Verification on a Large Video Dataset”[34]. Next, I explored the capabil-
ities of automatic error detection in functional testing in the article ”Evaluation of Functional Tests
Performance Using a Camera-based and Ma- chine Learning Approach”[35]. Finally, I published a
user study in the article ” Camera-based Real-time Feedback for Daily Stretching Exercises” [36], where
I tested the software I developed for training with real-time feedback. In the dissertation, each paper
is presented as a separate chapter. The dissertation also included initial experiments and numerous
practical experiments that were published as conference contributions. The final chapter of the work
is a methodology that references all the experiments, both conference and peer-reviewed publications
and compiles a method for capturing human movement using a single camera in a home environment
for physical rehabilitation.

3.2 Single Camera-Based Remote Physical Therapy: Verification on a Large
Video Dataset

This chapter is primarily derived from the paper ”Single Camera-Based Remote Physical Therapy:
Verification on a Large Video Dataset,” which has been adapted and expanded to fit the context of
this dissertation. The focus of this chapter is to address three research questions that are central to
understanding the efficacy and limitations of camera-based motion capture in physical therapy. These
questions not only guide the structure of this chapter but also align with the broader objectives of
this dissertation.

1. How well does the camera-based motion capture detection work?
2. What are the limits of capturing motion with this camera approach?

3. For which exercises or movements is this approach suitable?

The following sections delve into each of these questions, drawing upon the findings and discussions
presented in the original paper [34]. The integration of this paper into the dissertation allows for a
comprehensive exploration of the camera-based system’s capabilities, its constraints, and its applica-
bility to various physical therapy exercises and movements. All co-authors have provided their formal
acknowledgments, confirming their contributions to the work and their agreement with the authorship
as presented. They collectively acknowledge that the core results and findings primarily originate from
my dedicated research and efforts.

3.3 [Evaluation of Functional Tests Performance Using a Camera-based and Ma-
chine Learning Approach

The publication ’Evaluation of Functional Tests Performance Using a Camera-Based and Machine
Learning Approach’ is a vital part of my dissertation, expanding on the work of earlier experiments and
publications. It focuses on the fifth research question of my study: "What are the clinical applications
of camera-based motion capture?”” The goal is to show how this new method can be used in real
situations, connecting expert insights with the use of machine learning algorithms for assessment
purposes.

This chapter begins by outlining the methodology employed, emphasizing the integration of camera-
based motion capture technology with machine learning algorithms. This approach not only advances
our understanding of functional test performance but also highlights the ease of data acquisition
compared to other systems, a crucial factor for the effectiveness of machine learning applications.

This research is important because it has the potential to change clinical practices using technology.
It merges expert knowledge with sophisticated algorithmic analysis, leading to more precise, faster,
and easily accessible clinical evaluations.

In the next sections, I'll explain the specific goals, methods, findings, and implications of this study,
always connecting them to the wider objectives and questions of my dissertation. This chapter adds



value to the field of telerehabilitation by offering practical solutions and showcases how technological
progress can be applied in clinical environments. This method was developed within the framework
of the international project TACR LTAIZ19008. As discussed in the following chapter, the full details
of this study can be found in the original paper, please see the list of publications 4.

I conducted this study in collaboration with colleagues from Charles University, who supported
me with an expert design of the study, and together we carried out all measurements.

3.4 OffiStretch: Camera-based Real-time Feedback for Daily Stretching Exercises

One of the defined goals was to create applications with real-time feedback. I developed such an
application and named it Offistretch. This application utilizes a camera-based system, making it
accessible for a wide range of users in a home environment. I submitted an overview of the application
and the results of a user study as an article to the Visual Computer journal, published by Springer,
under the title 7 OffiStretch: Camera-Based Real-Time Feedback for Daily Stretching Exercises.” This
article was officially published on May 28, 2024. This paper was submitted with me as the lead
author and primary contributor. All co-authors have signed an Acknowledgment of Contribution and
Authorship form, thereby confirming that the main results and findings of the paper are derived from
my research and work.

3.5 Methodology for a Single Camera-based Human Motion Capture in Physical
Telerehabilitation

The final chapter of the thesis presents the methodology itself. Based on all the conducted experiments
and published results, I have developed a method of using cameras in home environments for physical
telerehabilitation. This methodology provides an overview of the exercises that can benefit from this
approach and the technical requirements for these systems. It discusses when to use real-time feedback
and when remote evaluation is appropriate. The basic concept is illustrated in Figure 3, which shows
the workflow for designing such systems in a block diagram format.

Definition of the
Appliscatttipn, Goal Camera-based human motion tracking for physical rehabilitation
ettings
Does the Design Need Precise 3D N Yes _)Multiple Camera Camera > Multiple 2D Recording and 3D
Sensing? Setup Calibration Skeleton Reconstruction
I
y v
No —> Sing CamelseSFi{ge:ordmg SE —> Camera Requirements —> Environment Setup
I
v
Does the Design . _ Platform . Full time-series
Need Real-time No —> Otrggzszi?t —»Selecting (cloud > Ié(x etz:;:g:‘ > features 1, Exercise
Feedback? P 9 or local) extraction Quality
Assesment
Real-time RETCERD EITE Keypoint Pattern (trainer) / Progress
Processin SUELE E i C i Tracking
g Requirements xtraction omparison

Figure 3: Workflow of Camera-Based Motion Capture System for rehabilitation.



The methodology guides future camera system designers, offering a comprehensive perspective on
the entire subject. It discusses when it is appropriate to use a single-camera system and when multiple
cameras are necessary for better depth perception. Furthermore, it examines the requirements for the
recording environment and the technical specifications of the cameras. Another section is dedicated to
the technical requirements for video processing. Additionally, it addresses considerations for real-time
processing versus remote processing. For readers seeking a deeper understanding, the work references
my publications, where each aspect is explored in greater detail.

4 Conclusion

This dissertation aimed to explore the potential of using a single camera as a sensing device for physical
rehabilitation, emphasizing its applicability in telerehabilitation due to the simplicity of capturing
exercises with any device with an integrated camera. Initially, the research explored the limits of using
virtual reality in telerehabilitation as one of the options. However, it was found that a camera-based
system offered greater practicality and accessibility for both therapists and patients. Consequently, the
focus shifted to maximizing the effectiveness of single-camera solutions. Central to this investigation
were the application of computer vision algorithms and the processing of digital video recordings,
addressing questions about the efficacy, limitations, and suitability of camera-based motion capture
in physical therapy.

The work is based on the following three studies: the verification of camera-based motion capture
using a large video dataset, the evaluation of functional test performance through a camera-based
and machine-learning approach, and the development of OffiStretch, a real-time application for daily
stretching exercises. These studies collectively addressed key research questions, ranging from the
technical performance of camera-based detection to its practical clinical applications.

The first study, ”Single Camera-Based Remote Physical Therapy: Verification on a Large Video
Dataset,” extensively examined the OpenPose algorithm’s capability to detect anatomical landmarks
under varied conditions, providing foundational insights into the operational parameters and limita-
tions of such systems. This study highlighted how the participant’s location and the camera’s angle
affect detection quality, providing a detailed view of the system’s effectiveness.

Furthering the application of camera-based systems, ” Evaluation of Functional Tests Performance
Using a Camera-based and Machine Learning Approach” ventured into the clinical realm, demonstrat-
ing how the integration of machine learning with camera-based systems could perform functional test
assessments. This study showed how these systems could be useful in medical settings, providing a
method that combines expert opinions with precise algorithms for better medical assessments.

Lastly, the development of OffiStretch showcased the practical application of camera-based sys-
tems in promoting physical activity and correcting exercise postures with real-time feedback as an
augmented mirror. This initiative highlighted the potential of digital tools to motivate and guide
users in their exercise routines, emphasizing the importance of accurate, accessible, and user-friendly
technological solutions in addressing the challenges of physical inactivity and sedentary lifestyles.

Collectively, these studies underscore the dissertation’s contribution to advancing the field of phys-
ical rehabilitation through technological innovation.

In conclusion, this dissertation successfully demonstrated the feasibility, challenges, and clinical
relevance of using a single camera for motion capture in rehabilitation contexts. The knowledge and
methods developed here provide a valuable roadmap for future system development, ensuring goals
are met and setting the stage for ongoing progress in the field.
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